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Abstract We analyze the problem of controlling to consensus a nonlinear system modeling opinion spreading. Our
strategy makes use of known results on the controllability of spatially discretized semilinear parabolic equations.
Both systems can be linked through time-rescaling. This allows us to derive explicit exponential estimates on the
cost of approximately controlling these systems to consensus, as a function of the number of agents N entering in
the system and the control time-horizon T .

1 Introduction

Consider a dynamical system modelling opinion spreading in a 1 − d chain network with nonlinear self-evolution:

yt = A y + GN (y), (1)

where the N-dimensional state y = (y1, y2, · · · , yN )
T ∈ RN represents the opinion of N agents, j = 1, ...,N , A is

the N × N diffusion matrix

A :=
1
3

©­­­­­­­«

−1 1 0 · · · · · · 0
1 −2 1 · · · · · · 0
0 1 −2 1 · · · 0
· · · · · · · · · · · · · · · ·

0 0 · · · 1 −2 1
0 0 · · · 0 1 −1

ª®®®®®®®¬N×N
, (2)

and GN : RN → RN is a nonlinear perturbation, which, for the sake of simplicity in the presentation, it is assumed
to be of the form

GN (y) = (GN (y1),GN (y2), · · · ,GN (yN ))
T . (3)

The multiplicative factor 1/3 in matrixA averages the effects of the interacting agents. In the present case each
of them is influenced, other by its own opinion or configuration, by those of the neighboring ones, to the left and
right.

We assume that GN is a locally Lipschitz function. Suitable growth conditions will be imposed on GN . Typically,
and to avoid technicalities, we shall assume that GN is globally Lipschitz.

A consensus configuration is that in which all the components of the state coincide, y1 = y2 = · · · = yN = y. It
constitutes a steady state of the system if G(y) = 0 with y = (y, ..., y). We shall assume, moreover, that GN (0) = 0.
In this case y ≡ 0 is a steady state, the trivial consensus.
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Fig. 1: Scheme of the interactions: Agent i communicates with j = i ± 1.

In case the nonlinearity has another zero, i. e. G(y) = 0 then y ≡ y is also a consensus equilibrium state. Of
course, in this case, a translation of the nonlinearity, G(y) → G(y+ y), allows to assume, without loss of generality,
that y ≡ 0.

Thus, in the sequel, we shall assume that G(0) = 0 and discuss the problem of control to consensus y ≡ 0. This
is the so called problem of null controllability, that in which the goal is to drive the system to the null state.

Even if this is not made explicit in the notation, the N × N matrixA depends on the dimension N of the system.
In our analysis we shall also allow the nonlinearity to depend on the number of agents N , so to analyse how the
amplitude of the nonlinearity affects the way it interacts with the diffusion matrix A at the control level.

Driving the system to consensus (y ≡ 0 according to the discussion above) in a finite time 0 < T < ∞, requires
acting on some of the agents in the system through the control matrix BN which encodes the way the control
v = v(t) affects some components of the system

yt = A y + GN (y) + BN v. (4)

We assume that the N × 2 control operator acts on the two extremal agents corresponding to the states y1 and yN ,

BN :=

©­­­­­­­«

1 0
0 0
· ·

· ·

0 0
0 1

ª®®®®®®®¬N×2

(5)

the control v having two components:
v(t) = (v1(t), vN (t))T . (6)

Taking into account that the control acts on the two extremal components of the state, the matrix governing the
dynamics A can be modified at those entries, provided the controls are modified too, without altering the control
properties of the system. We shall thus consider the following modified dynamics:

yt = Ay + GN (y) + BN v, (7)

with v ∈ R2 such that v = v + (y1, yN )
T /3, and

A :=
1
3

©­­­­­­­«

−2 1 0 · · · · · · 0
1 −2 1 · · · · · · 0
0 1 −2 1 · · · 0
· · · · · · · · · · · · · · · ·

0 0 · · · 1 −2 1
0 0 · · · 0 1 −2

ª®®®®®®®¬N×N
. (8)

In both problems above the controls enter in the extremes of the chain. In the Partial Differential Equations (PDE)
setting this corresponds to a boundary control problem. The later can be related to the interior control problem,
that in which the control enters in an interior subset by a classical extension-restriction argument. The same occurs
for semi-discrete systems, as the ones we are considering here.

Inspired on this fact and for technical reasons, in order to use the results of [3], we will focus on a problem with
controls acting on M agents inside the chain of a larger system. Thus, we shall also consider the system
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yt = Ay + GN (y) + BN v, (9)

with v = v(t) ∈ RM , M being the number of controlled agents, and

BN :=

©­­­­­­­­­«

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · ·

0 · 1 0 0
0 · 0 1 0
0 0 · · · · · · 0
0 0 · · · · · · 0

ª®®®®®®®®®¬N×M
(10)

The number of controlled components M will be chosen so that M/N remains constant as N grows. This corresponds,
in the PDE setting, to controlling a 1-d heat problem in a bounded interval, with controls supported in a fixed
subinterval.

This paper is inspired in the same idea as in [2], according to which, viewing the systems above as the analogue
of the semi-discrete approximation of the semilinear heat equation, the known results in the later setting, and in
particular those in [3], can be employed to analyze the controllability of the models under consideration.

As in [3], the controllability results we shall achieve, contrarily to what is done typically in the linear and PDE
setting ([2]), will not guarantee that the target is reached in an exact manner but in an approximate one. This is due
to the fact that the discrete Carleman inequalities allowing to achieve the observability inequalities leading to the
controllability results in [3], present some exponentially small (with respect to N) reminder terms.

Roughly speaking, the three systems presented above can be treated similarly and exhibit the same control
properties. For the sake of clarity we present them in the context of the original control system (4).

Our main result is as follows:

Theorem 1 Consider the control system (4). Assume that the matrices (A,B) governing the controlled system to
be as above ((2) and (5)), so that the Kalman rank condition is satisfied, i. e.

rank[B,AB, ...,AN−1B] = N . (11)

Assume that the nonlinearity is scaled as in

GN (y) =
G(y)

N2 (12)

with G as above, (3), globally Lipschitz continuous and fulfilling G(0) = 0.
Fix T > 0 and take a control time horizon [0,N2T], which grows quadratically with N .
Then, there exists a fixed bound for the cost of the control K > 0, independent of N , such that for every N

large enough and all y0 ∈ RN , there exist a control function v ∈ L2 ([0,N2T]; R2) steering system (9) nearly to
equilibrium in time N2T , i.e. so that the solution of

yt = A y +
G(y)

N2 + BN v t ∈ [0,N2T], (13a)

y(0) = y0 ∈ RN , (13b)

reaches an exponentially small ball in the final time t = N2T ,

‖y(N2T)‖2 ≤ K exp {−C0N} ‖y0‖2, (14)

C0 being independent of N , by means of uniformly bounded controls

‖v‖L2([0,N2T ];R2) ≤ C(T, ‖g‖∞)‖y0‖2, (15a)

C(T, ‖g‖) =
Cβ
Cα

((
eCαTCαT + 1 + T

)
K2 + CαeCαT

)1/2
(15b)

Cα = 2‖g‖∞ + 1 (15c)

where Cβ is a constant independent of N , ‖g‖ and T and K:
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K = exp{C1(1 +
1
T
+ T ‖g‖∞ + ‖g‖

2/3
∞ )} (16)

where
g(s) = G(s)/s, (17)

C1 being independent of N .

Here and in the sequel ‖ · ‖2 stands for the Euclidean norm:

|y |22 :=
1
N

N∑
j=1
(yj)

2.

Remark 1 Several remarks are in order:

• By a suitable time scaling, t = N2τ, system (4), with GN = G/N2, can be rewritten as

yτ = N2 Ay + G(y) + N2BN v,

which can be viewed as a controlled version the semi-discrete free dynamics

yτ = N2 Ay + G(y),

which constitutes a N-point finite-difference space semi-discretization of the semilinear heat equation:

yτ =
1
3
∂xx y + G(y)

with Neumann boundary controls in the space interval 0 < x < 1.
Similarly, systems (7) and (9) can be seen as Dirichlet control problems, with boundary and interior controls,
respectively.

• Theorem 1 is based on the finite time controllability of semi-discrete approximations of semilinear parabolic
equations, [3], and extends the results [2] on linear systems. In [2], the authors make use of the spectral properties
of linear parabolic semi-discrete systems and classical results on the controllability of heat like equations ([7],
[8]). In the linear system the null state is reached exactly in the final time. The extension of those results to
nonlinear systems requires of making use of Carleman inequalities as in [3] and leads to the exponentially small
reminder at the final time. Whether this reminder can be dropped to assure the exact reachability of consensus
is an open problem. As pointed out in [2], this reminder can be avoided in the linear setting.

• The result above holds when the control is active in both extremes. Similarly, for the Dirichlet system (7),
using [3], one sole boundary control would suffice. But our argument, linking Dirichlet and Neumann boundary
conditions, to directly use the results in [3], leads to the Neumann controllability with two controls. The result
of Theorem 1 is very likely true with one single control but this would require adapting the discrete Carleman
inequalities in [3].

• The result above holds only for weak normalized nonlinearities of the form G/N2. This normalization allows to
assure that the controls are uniformly bounded in the time interval [0,N2T]. In case the nonlinearity were not
normalized by the factor N2, the cost of controlling the system would diverge as N →∞.

• The result above holds in long time horizons of the order of N2T . This allows controlling the system with
uniformly bounded controls. In case the control time horizon [0,T] were fixed, independent of T , as we shall
see, the control would grow exponentially in N2, as it occurs in the linear setting (see [2]).

• Similarly, the cost of control at time t = N2T for a nonlinearity GN (y) = (gN (y1)y1, · · · ,gN (yN )yN )
T ,

independent of N , would also grow exponentially with N:

KN = exp{C1(1 +
1
T
+ T N2‖gN ‖∞ + N4/3‖gN ‖

2/3
∞ )}. (18)

• From the modelling perspective, the presence of the nonlinearity G/N2 allows a weak nonlinear interaction
among all agents of the system, normalized by the multiplicative factor N−2. The main result applies for N large
enough but it does not guarantee the controllability of the original control system for N small. Note that this is
not expected to be the case in the general setting above, since, when N is not large, the nonlinearity can interact
with the matrix governing the dynamics A in a way that the Kalman rank condition is lost. Dealing with the
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control of those systems with N fixed would require to use the genuine techniques of nonlinear finite-dimensional
control systems ([5]).

• In this paper we have assumed the nonlinearity G to be globally Lipschitz or, in other words, g, as in (17), to be
uniformly bounded. The results could be extended to nonlinearities growing at infinity in a slightly logarithmic
superlinear way, but this would require further analysis ([10]).

• The result above is limited to the simplest network in which all agents are aligned and interconnected through a 3-
point homogeneous interaction rule. Dealing with more general graphs, possibly heterogeneous, is a challenging
problem, even in the linear case (see [2]).

• The results of this paper could be extended to 1-d networks with slightly varying diffusive interactions in the
linear component (thus leading to parabolic equations with variable coefficients) and to square-grid shaped
networks (lattices) in several space dimensions, making use of the results in [3].

• The main result also applies for certain nonlinear non-local systems with nonlinearities of the form GN (y) =(
gN ,1(y)y1, · · · ,gN ,N (y)yN

)T , provided that, for all N and j ∈ {1, ...,N}, the functions gN , j are uniformly
bounded in L∞.

There is by now an extensive literature on opinion spreading and collective behaviour models. They have been
a subject of interest for many years in various fields such as mathematical biology, the Kuramoto model for
synchronisation of fireflies [13] and the Cucker-Smale model for flocking in swarms of births or schooling of fishes
[6]. All these models are finite dimensional dynamical systems, the motion, phase or opinion of each agent being
modelled by coupled ordinary differential equations. The structure of the graph that models the coupling among all
agents is itself a topic of research [16], [18].

In many applications the number of agents involved can be really large, for example when modelling bacteria
motility [12]. This is the reason for considering the limit behaviour of these systems as N → ∞, as we do here.
Often a mean field approach is adopted for this purpose, describing the evolution of the density of individuals,
leading to PDE systems, mainly hyperbolic conservation laws and kinetic models of non-local nature [11], [4].

The control of these finite dimensional models has also been subject of investigation ([14], [15]), together with
the mean field limit models [17]. However, we are far from having a complete understanding of this topic and, in
particular, about the transition of control properties from finite to infinite-dimensional dynamics. The present paper
is a nonlinear complement of the analysis in [2] where linear models were considered.

The structure of the work is the following:

• First of all, in Section 2, we present some well known results on the null controllability of parabolic equations,
linear and semilinear, their finite-difference counterparts, and a brief summary of [2].

• In Section 3 we analyse the divergent behaviour of the control properties when the nonlinearity is scaled
differently.

• In Section 4 we prove Theorem 1.
• Section 5 is devoted to present some numerical experiments.
• Finally, in Section 6, we summarize our conclusions and present some open problems for future research.

2 Preliminaries

2.1 Continuous models

2.1.1 Controllability of the heat equation

.
Let Ω ⊂ R be a bounded interval, ω non-empty subinterval and fix T > 0. Consider the following control problem
for the heat equation

yt − yxx = 1ωu in Ω × (0,T), (19a)
y = 0 on ∂Ω × (0,T), (19b)
y = y0 on Ω × {t = 0}. (19c)

The following result is classical and well known and can be found, for instance, in [9, Theorem 1.3].
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Theorem 2 For any T > 0 and any y0 ∈ L2(Ω) there exists a control u ∈ L2(ω × (0,T)) such that the solution of
(19) satisfies:

y(T) ≡ 0. (20)

Furthermore, the cost of control can be estimated as

‖u‖L2(ω×(0,T )) ≤ exp
(
C

(
1 +

1
T

))
‖y0‖L2(Ω),

where the constant C > 0 depends on Ω and ω but is independent of T .

2.1.2 Controllability of the semilinear heat equation

.
Let us now consider the semilinear control problem for the heat equation:

yt − yxx − G(y) = 1ωu in Ω × (0,T), (21a)
y = 0 on ∂Ω × (0,T), (21b)
y = y0 on Ω × {t = 0}. (21c)

The following result is well-known:

Theorem 3 ([10, Theorem 1.2]) Let T > 0. Assume that G : R→ R is globally Lipschitz , with Lipschitz constant
L and G(0) = 0. Then system (21) is null-controllable at any time T > 0 with cost:

C(T) = eC(1+
1
T +TL+L2/3). (22)

Remark 2 System (21), in the absence of control (i. e. with u = 0), when the nonlinear G is superlinear at infinity,
can blow up in finite time. In [10] it was proved that some blowing-up processes for nonlinearities G growing at
infinity in a slightly superlinear fashion

lim sup
|s |→∞

|G(s)|

|s | log3/2(1 + |s |)
< ∞ (23)

can be controlled by acting fast enough, i. e. controlling the system in a short enough time horizon [0,T], with T
small, before the system blows up.

2.2 Uniform controllability of semi-discrete heat equations

.
Here we recall the results in [3], concerning a space semi-discrete version on the results in the previous subsection,
that hold uniformly on the mesh-size parameter h→ 0 (in our setting, h = 1/N).

Theorem 4 ([3, Theorem 5.2, Theorem 5.11])
Let σ > 0 be a constant diffusivity, and the nonlinearity G be as in Theorem 1.
System

∂τ y − σN2 Ay − G(y) = BN u, (24a)
y(0) = y0. (24b)

where BN ∈ RN × RM is as in (10) and M/N > 0 is kept constant, is uniformly controllable as N → ∞ for any
T > 0, in the sense that for all initial data there are controls assuring that
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|y(T)|2 ≤ C(T)e−C0N |y0 |2 (25)
‖u‖L2((0,T );RM ) ≤ C(T)|y0 |2 (26)

C(T) = eC1(1+1/T+‖g ‖∞T+‖g ‖2/3∞ ) (27)

with C0,C1 > 0 depending on the location of the controlled components and σ, but independent of g and T .

Remark 3 Several remarks are in order:

• In agreement with the notation adopted for the weighted euclidean norm | · |2, for y(t) ∈ L2((0,T); RN ) we shall
employ the notation

‖y(t)‖L2((0,T );RN ) =

[∫ T

0
|y(t)|22 dt

]1/2

.

• This result is uniform in N → ∞ in the sense that the controls are uniformly bounded, but the state is not
guaranteed to reach exactly the null state. An exponentially small rest remains, of the order of exp(−C0N).
Obviously, as N →∞, this reminder vanishes and one recovers the null control of the semilinear heat equation,
as in the previous subsection.

• Theorem 4 was proved by means of Carleman estimates for semi-discrete parabolic equations. The exponential
reminder term in the state at time τ = T is a consequence of the Carleman inequality.

• According to [3], N (= 1/h in the context of that article, h being the mesh size parameter, h → 0) needs to be
large enough:

N ≥ C
(
1 +

1
T
+ ‖g‖

2/3
∞

)
. (28)

• Theorem 4 can be extended to the case where g is superlinear too ([3]).

2.3 The linear case

.
Recently, in [2], these issues were addressed in the linear setting (G = 0) using spectral techniques [7], [8]. In
particular, the following result was obtained:

Theorem 5 ([2], Proposition 4.1) Let us consider the following N-dimensional control problem:

yt + Ay = Bv (29)

with A given by (8) and
B = (1,0, ...,0)T (30)

representing a scalar control entering in one of the extremes of the network.
Then:

• When the time of control is of the order of T ∼ N2, null controllability is achievable acting only on one of the
extreme agents, with a uniformly bounded (on N) control.

• When time T is independent of N , null controllability requires controls of size exp(cN2).

3 The impact of scaling on the cost of control

In this section we discuss in more detail the impact of scaling the nonlinearity and time, as a function of N , on the
cost of controlling the systems under consideration.
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3.1 The scaling factor 1/N2 in the nonlinearity

.
Fix T > 0 and consider model (9) in the time horizon N2T with a nonlinearity of the following form:

yt = Ay +
G(y)

N2 + BN v t ∈ [0,N2T] (31)

Reparameterizing time, t = N2τ, we get

yτ = N2 Ay + G(y) + BN u τ ∈ [0,T] (32)

with
u(τ) := N2v(N2τ), 0 < τ < T . (33)

Note that, in view of (33),
| |u(·)| |L2

τ (0,T ) = N | |v(·)| |L2
t (0,N2T ). (34)

We can understand (32) as a semi-discretization with mesh-size h = 1/N of of the following semilinear heat
equation in Ω = (0,1):

yτ =
1
3
yxx + G(y) + 1ωu (τ, x) ∈ [0,T] × (0,1).

Applying Theorem 4 we obtain that, if N is large enough, the semi-discrete system satisfies

|y(t = N2T)|2 = |y(τ = T)|2 ≤ exp
{
C1

(
1 +

1
T
+ T ‖g‖∞ + ‖g‖

2/3
∞

)}
exp {−C0N} |y0 |2,

with controls
‖u‖L2([0,T ];RM ) ≤ exp

{
C1

(
1 +

1
T
+ T ‖g‖∞ + ‖g‖

2/3
∞

)}
|y0 |2.

Taking (34) into account we deduce that

‖v‖L2([0,N2T ];RM ) ≤
1
N

exp
{
C1

(
1 +

1
T
+ T ‖g‖∞ + ‖g‖

2/3
∞

)}
‖y0‖2

This holds under condition (28).

3.2 Other scaling factors

.
We now discuss other two cases where the non-linearity is scaled differently, namely, GN = G and GN = G/N .

3.2.1 The homogeneous case

Consider
yt = Ay + G(y) + BN v t ∈ [0,N2T],

which, under time rescaling N2τ = t, can be understood as a semidiscretization of:

yτ =
1
3
∂xx y + N2G(y) + 1ωu τ ∈ [0,T],

where, as in (33), u(τ) = N2v(N2τ).
In this case the cost of control is
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‖v‖L2([0,N2T ];RM ) ≤
1
N

exp
{
C1

(
1 +

1
T
+ T N2‖g‖∞ + N4/3‖g‖

2/3
∞

)}
‖y0‖2

that blows up as N →∞.
On the other hand, the sate at the final time satisfies

|y(τ = T)|2 ≤ exp
{
C1

(
1 +

1
T
+ T N2‖g‖∞ + N4/3 ‖g‖

2/3
∞

)}
exp{−C0N}|y0 |2.

This estimate does not allow to approach the null state at the final time, since the upper bound on the right hand
side term diverges exponentially as N →∞.

3.2.2 An intermediate case

Consider now:
yt = Ay +

G(y)

N
+ BN v t ∈ [0,N2T]

which, after scaling, can be understood as a semi-discrtization of

yτ =
1
3
∂xx y + NG(y) + 1ωu τ ∈ [0,T].

Applying Theorem 4 we obtain a cost that blows up exponentially as N →∞

‖v‖L2([0,N2T ];RM ) ≤
1
N

exp
{
C1

(
1 +

1
T
+ T N ‖g‖∞ + N2/3‖g‖

2/3
∞

)}
‖y0‖2

achieving a target ball

|y(t = N2T)|2 = |y(τ = T)|2 ≤ exp
{
C1

(
1 +

1
T
+ T N ‖g‖∞ + N2/3‖g‖

2/3
∞

)}
exp {−C0N} |y0 |2.

This target ball can be assured to shrink as N →∞ provided the control time T > 0 is taken small enough

T <
C0

C1‖g‖∞
.

This argument can be iterated repeatedly to control the system in longer time intervals (corresponding to T large).
The smallness of the final target can be enhanced, but the controls diverge.

4 Proof of the main result

In this section we present the proof of Theorem 1. The strategy is as follows:

1. Step 1. First, as explained above, we understand system (4) as a semidiscretization of a semilinear heat equation
by means of a reparameterization of the time scale.

2. Step 2. By an extension argument we reduce the problem to consider an interior control problem in a larger
network, so to apply the results in Theorem 4.

3. Step 3. By restriction we conclude the controllability results with two controls acting on the extremes of the
original network.

4. Step 4. We conclude providing precise estimates on the cost of control and the size of the target achieved in the
final time.

Step 1. Scaling. Consider the dynamical system (4) with GN (y) = G/N2, whereA is defined as in (2) and with
a control v ∈ L2 (

[0,N2T]; R2) acting on both extremes of the chain. Reparameterizing time the system reads:

yτ = N2A y + G(y) + Bu, τ ∈ [0,T], (35)
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with u as in (33).
As explained above, this system can be seen as the semidiscretization of a semilinear heat equationwith Neumann

boundary conditions in the space domain, N being the number of nodes and h = 1/N the mesh-size.
Step 2. Extension. As it is classical in the PDE setting, we relate the boundary control problem with that of

interior control in an extended domain.
We thus introduce an extended state yE ∈ R2N+1

yE =
(
y− N

2
, · · · , y0, y1, · · · , yN , yN+1, · · · , yN+ N

2

)T
,

corresponding to the extended network in which the original one, corresponding to the components j = 1, ...,N , is
now entended to j = −N/2, ...,N + N/2. Of course this construction is valid when N is even, the adaptation to the
case where N is odd being straightforward.

We then consider the extended controlled dynamics

yE ,τ = N2 A2N+1yE + G(yE ) + BEu, τ ∈ [0,T], (36a)
yE (0) = y0

E, (36b)

where A2N+1 is the (2N + 1) × (2N + 1)-dimensional version of A in (8).
The initial datum y0 can be extended to y0

E in such a way that

|y0 |2 ≤ |y
0
E |2 ≤ 2|y0 |2.

For this extended system the 2N ×M control operator BE is built to be only active on the nodes that fall outside
the original network, i. e. with support in the complement of j = 1, ...,N . To fix ideas, BE will be active on the N/2
nodes corresponding to the indexes j = − N

2 + 1, · · · ,0 so that M = N/2 (see Figure 2).

• • • • • • •• • • • •

− N
2 − N

2 + 1 0 1· · · · · ·· · · N N + 1 N + N
2

Fig. 2: The blue dots represent the original network, before extension. The red dots represent the extended ones.
The black square indicates the support of the control operator BE .

Applying Theorem 4 to the extended system we get

|yE (T)|2 ≤ Ke−C0N |y0
E |2 ≤ 2Ke−C0N |y0 |2 (37)

with uniformly bounded controls
‖u‖L2((0,T );RM ) ≤ C(T)|y0 |2. (38)

Step 3. Restriction: The nodes corresponding to the original network fulfil a subsystem of ODEs governed by a
N × N submatrix as Figure 3 shows:

The projected N-dimensional state of yE , denoted by y, satisfies

d
dτ

y = N2A y + G(y) +
N2

3

©­­­­­­«

y0 − y1
0
...
0

yN+1 − yN

ª®®®®®®¬N×1

(39)



A parabolic approach to the control of opinion spreading 11

−2 1 0 · · · 0
1 −2 1 0 · · · 0

. . .
. . .

. . . · · · · · · ·

0 · · · 1 − 2 1 0 · · · · · 0
...

...
...

0 · · · · · · 0 1 −2 1 · · · 0
· · · · · · · · · · ·

0 · · · · · · 0 1 −2

©­­­­­­­­­­­­­­­­­«

ª®®®®®®®®®®®®®®®®®¬
Fig. 3: The N × N submatrix governing the dynamics of the original nodes {1, ...,N} extracted from the extended
(2N + 1) × (2N + 1) matrix A2N+1.

Accordingly, the controls we obtain for system (4) are

u(τ) =

(
u1(τ)
u2(τ)

)
=

N2

3

(
y0(τ) − y1(τ)

yN+1(τ) − yN (τ)

)
. (40)

y0(τ) and yN+1(τ) being the controlled states for the extended problem, in the nodes immediately close to the
extremes j = 1 and j = N , respectively. Note that, because of the scaling factor in the diffusion matrix, they are
also multiplied by N2.

Obviously, as a consequence of (37), the restricted dynamics also fulfills the terminal bound:

|y(T)|2 ≤ |yE (T)|2 ≤ Ke−C0N |y0
E |2 ≤ 2Ke−C0N |y0 |2.

Step 4. Estimates on the cost of control.As we have seen in (40), the controls are related to the components j = 0
and j = N + 1 of the extended state yE .

According to (34), in order to have an uniform bound L2
t (0,N2T) for the controls v of the original system, we

need to show that
‖(u1,u2)‖

2
L2τ([0,T ];R2)

≤ CN . (41)

This is not completely obvious from (40), because of the scaling fact N2. However, rewriting (40) as

u(τ) =

(
u1(τ)
u2(τ)

)
=

N
3

(
N[y0(τ) − y1(τ)]

N[yN+1(τ) − yN (τ)]

)
. (42)

we see that these controls are the amplification (by a multiplicative factor N) of semi-discrete approximations of
the normal derivatives of the 1 − d heat equation on the boundary points.

In view of (34) it is sufficient to show that

N
[
| |y0(τ) − y1(τ)| |L2

τ (0,T ) + | |yN+1(τ) − yN (τ)| |L2
τ (0,T )

]
≤ C. (43)

Standard regularity properties for parabolic equations and their semi-discrete counterparts will then suffice since
the expression of the terms in the left hand side of (43) represent semi-discrete approximations of the normal
derivatives.

In particular, it is sufficient to show that the solutions yE of the extended control system (36) satisfy, uniformly
on N , the semi-discrete version of the L2(0,T ; H2)-bound of solutions of the heat equation with a right hand side
term in L2. This can be easily achieved using classical energy estimates applied to the semi-discrete system, and
taking into account that the nonlinearity is globally Lipschitz. Obviously, as in the context of the heat equation,
to achieve the L2(0,T ; H2) on the solutions of the heat equation, the initial data needs to be H1-smooth. Such a
smoothness property was not assumed in our main statements. Indeed we always considered initial data in L2.
But, as in the context of the heat equation, in the present semi-discrete setting, this extra regularity assumption on
the initial datum does not impose any restriction since the regularizing effect of these models guarantees that the
solutions starting from initial data in L2 automatically enter in H1, in the absence of controls.
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5 Numerical experiments

We consider the control system (4) with N = 45, the nonlinearity

GN (y) =
1

N2 ye−y
2

and the time horizon is N2T with T = 2.
Rather than considering the controllability problem,we analyse an optimal control one,minimising the functional

J(v) =
N∑
i=1
|yi(N2T)|2 + β

∫ N2T

0
[|v1(t)|2 + |v2(t)|2]dt,

with two controls v ∈ L2 (
[0,N2T]; R2) acting on the extremes of the chain, i.e. on agents j = 1 and j = N .

The penalisation parameter is taken as β = 10−15, so to force the final state towards zero, in analogy with the
null controllability problem.

We choose the initial datum
y0
j = sin (π j/N) j ∈ {1, ...,N}.

The numerical experiments are developed using the DyCon Toolbox [1].
In Figure 4 and 5 we can visualize and compare the free dynamics of the system and the controlled one,

corresponding to the optimal control minimising the functional J above. It is clearly observed that, while the free
solution has the tendency to grow, the controlled one collapses around the null state at the final time.

Fig. 4: Free dynamics of the system. On the left figure, in the in-plane axes we represent the N = 45 agents and time
rescaled by the factor 1/N2, while in the vertical axis we draw the full state y. In the right picture we represent the
same dynamics, drawing the vertical variation of each of the agents positions along the horizontal time variable.
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Fig. 5: Same as above but for the controlled dynamics.

6 Conclusions and perspectives

We have proved a quantitative result on the approximate controllability for the N-agent nonlinear network system
(4) in which the state is assured to reach a ball of radius exp(−cN) around the consensus null state in time t = N2T ,
provided the nonlinearity is scaled by the factor N2. We have shown the role that the scaling of the non-linearity
and time play in this result.

This result extends earlier ones in [2] on the corresponding linear model and it is proved by making use of the
semi-discrete Carleman inequalities in [3].

The exponential remainder in the final target we obtain is due to the exponential tail of the Carleman inequalities
in [3].

The results in [2], that use the spectral decomposition of solutions of the linear system under consideration, are
stronger since they assure that the consensus state is reached exactly.

Within this framework we can quantify the cost of control to consensus showing that it remains uniformly
bounded as N →∞ for an appropriate scaling of the nonlinearity and the time horizon.

Our results apply for non-local nonlinearities, under the same scaling, provided the nonlinearities are uniform
on N .

The contents of this paper raise some interesting open problems. Among them the following ones are worth
underlying:

1. The network we have considered is particularly simple, all agents being aligned and interconnected by dominant
linear constant diffusion. The problem of extending these results to more general networks is extremely chal-
lenging. This would require, in particular, extending the Carleman inequalities in [3] to semi-discrete systems
in general networks.

2. Getting rid of the exponential tail at the final time is a challenging problem.
3. We have mainly considered nonlinearities that are globally Lipschtiz. Extending the results in this paper to

nonlinearities that grow superlinearly at infinity would require further work.
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