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Abstract Control System
Question : Can the solution trajectory of a dynamical system (PDE) be
brought to a desired profile using a control? The control may act in an
open subset of the domain, or on parts of the boundary.

• X (State space) and U (Control Space) are two Hilbert Spaces.

• Abstract Control system :

ż(t) = Az(t) + Bu(t), t > 0, z(0) = z0 ∈ X . (1.1)

• A : D(A)→ X , generates a C 0-semigroup. B ∈ L(U,D(A∗)′).

• z ∈ C ([0,T ];X ).

Definition

Let τ > 0. We say that the system (1.1) or the pair (A,B) is null
controllable in time τ, if for every z0 ∈ X there exists a control
u ∈ L2(0, τ ;U) such that

z(τ) = 0.



Finite dimensional controlled system

• X = Rn, A ∈ Mn×n. U = Rm, B ∈ Mn×m with m 6 n.

• Example 1 :
d

dt

(
z1
z2

)
=

(
1 0
0 1

)(
z1
z2

)
+

(
0
u

)
Then z1 = etz1,0, i.e., the control has no effect on the first
component. The system is not controllable.
The system is controllable if and only if control acts on the both
components. (n = m = 2.)



Examples

• Consider the following system

d

dt

(
z1
z2

)
=

(
0 1
−1 0

)(
z1
z2

)
+

(
0
u

)
• Even though control acts on one component, the system is

controllable.

• The system is equivalent to z ′′(t) + z(t) = u(t).

• Consider any y such that y(0) = z0 and y(τ) = 0 and define
u(t) := y ′′(t) + y(t).

• Kalman Rank Condition The pair (A,B) is controllable if and only
if

rank [B AB . . .An−1B] = n.

• Controllable in some time τ > 0 =⇒ controllable in any time.



Examples : PDE
• Infinite-dimensional ODE.

• Ω be a bounded domain and ω ⊆ Ω. X = L2(Ω). We consider

z ′(t, x) = z(t, x) + χωu(t, x), z(0, x) = z0(x).

• z(t, x) = etz0(x) +

∫ t

0

e(t−s)χωu(s, x) ds.

• If ω = Ω, then null controllable in any time τ > 0.

• Heat equation.

• We consider

z ′(t) = ∆z + χωu, z(0, x) = z0(x).

• Null contollable in any time τ > 0 for any non empty open subset
ω ⊂ Ω.

• Carleman estimates (Fursikov-Imanuvilov), Spectral methods
(Lebeau-Robianno) ....



Example : 1D transport equation

We consider {
zt + zx = 0 t > 0, x ∈ (0, L),

z(t, 0) = u(t), z(0, x) = z0(x).

Then

z(t, x) =

{
z0(x − t) t 6 x ,

u(t − x) t > x .

t ≤ x

0 L

t = τ

τ < L

t > x

0 L

t = τ

t > L

• Null controllable in time τ > L.
• What happens to hybrid PDE + ODE system.
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Properties of Null Controllable System

• Recall: z ′ = Az + Bu(t), z(0) = z0.

• Then z(τ) = eτAz0 +

∫ τ

0

e(τ−s)ABu(s) ds.

• We define Ttz0 = etAz0 and Φτu =

∫ τ

0

e(τ−s)ABu(s) ds.

• Null controllability equivalent to RanTτ ⊂ RanΦτ .

• ‖T∗τ z‖ 6 C‖Φ∗τ z‖ for all z ∈ D(A∗).

• Conseder the adjoint φ′(t) = A∗φ(t) t > 0, φ(0) = φ0. Null
controllability is equivalent to final time observability inequality

‖φ(τ)‖2X 6 C

∫ τ

0

‖B∗φ(s)‖2U .

• If the system is null controllable in time τ meaning that u(τ) is
“smooth”.
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Compressible NS in 1D

We consider CNS linearized around (1, 0)
∂tρ+ ∂xu = χω1 f t > 0, x ∈ (0, L),

∂tu − ∂xxu + ∂xρ = χω2 f2 t > 0, x ∈ (0, L),

u(t, 0) = u(t, L) = 0 t > 0.

(3.1)

Theorem (Chowdhury, Ramaswamy, Raymond, 13)

ω1 = ∅, ω2 = (0, L) ρ0 ∈ H1
m and v0 ∈ L2. Then the system is null

controllable in any time τ > 0.

Theorem (DM, 15)

Let ω1 ⊂ Ω. Then the system is not null controllable in any time in
L2 × L2.

• The system behaves like infinite-dimensional ODE.



What is the connection
• Let us look at the Spectrum.

• Infinte-dimensional ODE λ = 1.

• CNS :
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• They both have accumulation point in the spectrum.



CNS

• Observability inequality
∂tσ − ∂xv = 0 t > 0, x ∈ (0, L),

∂tv − ∂xxv − ∂xσ = 0 t > 0, x ∈ (0, L),

v(t, 0) = v(t, L) = 0 t > 0,

σ(0, x) = σ0, v(0, x) = v0.

∃C > 0, ‖(σ(τ), v(τ))‖2L2 6 C

∫ τ

0

∫
ω1

σ2 +

∫ τ

0

∫
ω2

v2, ∀(σ0, v0) ∈ L2

•Idea : Existence of Gaussian beam solutions, i.e, solutions whose energy
is localized near certain curves (t, x(t)) in space-time. (Cf. Ralston
1975).



Gaussian Beam Solutions

Theorem

Let ε > 0. There exists (σ0, v0) ∈ (L2(R))3 such that, the solution of the
adjoint system in R× (0,T ), satisfies

‖σ(·, t)‖2L2(0,T ;L2(|x−x(t)|>η)) ≤ C
√
ε, ‖σ(τ)‖L2(R) ≥

1

4π

‖v‖2L2(0,T ;L2(R)) ≤ Cε2.

where x(t) = x0, for any x0 ∈ R and constants η > 0.

0 Lx0

ω1

• Construct solutions along the eigenfunction of the convergent e.v in
the Fourier variable.



Viscoelastic flows

Conservation of mass and momentum:

∇.u = 0, ρut = ∇.τ −∇p.

Constitutive Law: Relates the stress tensor to the motion.

Newtonian Fluid : τNew = η(∇u + (∇u)T ), η > 0,

Linear viscoelastic fluid : Stress depends on the current motion as well as
the history.
Then stress tensor satisfies : (Maxwell model)

τt + λτ = κ
(
∇u + (∇u)T

)
,

λ > 0, κ > 0, 1/λ= Stress relaxation time.
Jeffreys model:

Total Stress = τNew + τ.



Jeffreys and Maxwell Models
System in Ω ⊂ Rd , d = 2, 3

ρut = η4u +∇.τ −∇p + f χO in Ω× (0,T ),

∇.u = 0 in Ω× (0,T ), u = 0 in ∂Ω× (0,T ),

τt + λτ = κ(∇u + (∇u)T ) in Ω× (0,T ),

u(·, 0) = u0, τ(·, 0) = τ0 in Ω,

f is a control localized in O, an open subset of Ω.

• For η > 0, Jeffreys system,

• For η = 0, Maxwell system.

• Several relaxation mode: τ =
∑N

i=1 τi ,, for i = 1, · · · ,N,

(τi )t + λiτi = κi

(
∇u + (∇u)T

)
, λi > 0, κi > 0,

• Contollability of the both component.



An equivalent system

The stress tensor is

τ(x , t) = τ0 +

∫ t

0

e−λ(t−s)
(
∇u + (∇u)T

)
ds.

Necessarily, τ ∈ R0 :=
{
∇u +∇u>|v ∈ H1

0 ,divv = 0
}
.

So we define
τ = (∇v + (∇v)T ).

Thus the new system for divergence free (u, v) vanishing on boundary,

ρut = η4u +
N∑
i=1

4vi −∇p + f χO in Ω× (0,T ), i = 1, · · · ,N,

vit + λivi = κiu in Ω× (0,T ), i = 1, · · · ,N,
u(·, 0) = u0, vi (·, 0) = vi,0 in Ω, i = 1, · · · ,N.



Spectrum of single mode Jeffreys system

η > 0.

Linear Viscoelastic Flows Je↵reys system

Single mode Je↵reys system

Figure: Spectrum of the linear operator: � = 1,  = ⇢ = ⌘ = 1

-10 -8 -6 -4 -2 0
Real

-20

-15

-10

-5

0

5

10

15

20
Im
ag
in
ar
y

Debanjana Mitra Department of Mathematics, IIT Bombay, Mumbai, IndiaApplications of microlocal analysis to control theory October 2, 2018 31 / 35



Theorem (M, Mitra, Renardy, 18)

O ⊂ Ω. Jeffreys system is not null controllable in any time τ > 0.

• RanΦτ contains smooth functions outside O.
• Consider the free dynamics in Rd × (0, τ).

• We can find initial data such that

u(t, x) = c0(t)u0(x) + regular terms , c0 ∈ C∞[0, τ ].

• Possible because of accumulating eigenvalue in the Fourier variable.

• Similar result holds for for several mode Jeffreys system.



Spectrum of multimode Maxwell system

N = 2, η = 0.

Linear Viscoelastic Flows Multimode Maxwell system:⌘ = 0

Multimode Maxwell System

Figure: Spectrum of the linear operator: N = 2, �1 = 1, �2 = 2,
1 = 2 = ⇢ = 1, ⌘ = 0,
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Theorem (M,Mitra , Renardy, 18)

O ⊂ Ω. Multimode Maxwell system is not null controllable in any time
τ > 0.

• The solution can not be smooth at any time τ. (Propagation of
singularities, uniqueness theorem ...)

• For simplicity d = 2, N = 2. Set a = curl u, and bi = curl vi .

• (a, bi ) solves
ρat =

N∑
i=1

4bi + curl f x ∈ Ω

(bi )t + λibi = κia x ∈ Ω

a(·, 0) = a0 = curl u0, bi (·, 0) = bi,0 = curl vi,0.

• a can not be smooth in any time τ.



Sketch of the proof
Step 1. Propagation of Singularities in Rd .

ρãt =
N∑
i=1

4b̃i in (0, τ)× Rd ,

(b̃i )t + λi b̃i = κi ã in (0, τ)× Rd ,

ã(0) = ã0, b̃i (·, 0) = b̃i,0.

x0 ∈ Ω \ O. Construct (ã0, b̃i,0) such that ã(t, ·) has singularity at x0 for
any t > 0.
Step 2. Singularity of a from singularity of ã. Holmgreen’s uniqueness
theorem.
If a0 and ã0 agrees in a small neighbourhood around x0, then there exists
a region S such that a = ã in S .

b

t

xx0

S

O



Sketch of the proof

Step 3. From Step 2, a(t, ·) has singularity for t 6 T0. Singularity of a
propagates for all the time. Due to Hörmander.
The line segment (t, x0) does not meet the observation region.

Step 4. Construct u0, vi,0 such that a0 = curl u0, ...

How to obtain Null controllability : Using moving control for the
velocity field. Possible with control on both velocity and the tensor.
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